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AI is (nearly) 

unavoidable

 Late 2022:

 ChatGPT

 Early 2025:

 Dozens of LLMs available online

 Microsoft Office 365 Copilot integration

 Google Gemini and search summaries

 Grammarly AI writing assistant

 Adobe Reader AI summaries
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Student use and 

perceptions of AI

 “How Are Students Really Using AI?” Chronicle of 

Higher Education

 Somewhere from 1/3 to nearly all students use it. Use 
increasing over time and with age.

 Main uses: find info, generate ideas, writing support. 

Main reasons for using it are saving time, improving 
work. Many prefer AI to talking to a professor. 25-35% 

admit using it for full answers, almost none get caught.

 Student views divided: half concerned about learning 

impact, hallucinations. 15-25% think AI should not be 

used in education at all. 9 of 10 don’t trust it to grade.

 Class policies vary widely: Over half required or 

expected to use it in a class, 72% had at least one 

professor ban it.
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https://www.chronicle.com/article/how-are-students-really-using-ai
https://www.chronicle.com/article/how-are-students-really-using-ai


Some data and 

a case study

 A sampling of empirical research on AI use

 Negative effects on memory retention, critical thinking, 
creativity.

 Positive effects on . . . the same things (though in different 
ways, such as “gist memory” versus detailed memory).

 Hua Hsu, “What Happens After A.I. Destroys College 
Writing?” The New Yorker

 “Almost all the students I interviewed in the past few 
months described the same trajectory: from using A.I. to 
assist with organizing their thoughts to off-loading their 
thinking altogether.”

 “In 2023, researchers at Harvard introduced a self-paced 
A.I. tutor in a popular physics course. Students who used 
the A.I. tutor reported higher levels of engagement and 
motivation and did better on a test than those who were 
learning from a professor. [One student] told me that she 
often has ChatGPT produce extra practice questions when 
she’s studying for a test.”
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https://educationaltechnologyjournal.springeropen.com/articles/10.1186/s41239-024-00444-7
https://www.mdpi.com/2075-4698/15/1/6
https://www.microsoft.com/en-us/research/publication/the-impact-of-generative-ai-on-critical-thinking-self-reported-reductions-in-cognitive-effort-and-confidence-effects-from-a-survey-of-knowledge-workers/
https://www.sciencedirect.com/science/article/pii/S2713374523000316
https://bbejournal.com/BBE/article/view/1006
https://www.researchgate.net/publication/381244974_ChatGPT_May_Foster_Human_Gist_Memory_While_Offloading_Less_Sufficient_Information
https://www.science.org/doi/10.1126/sciadv.adn5290
https://www.newyorker.com/magazine/2025/07/07/the-end-of-the-english-paper
https://www.newyorker.com/magazine/2025/07/07/the-end-of-the-english-paper


Some data and 

a case study

 Lorena Barba, “Experience Embracing GenAI in an 

Engineering Computations Course: What Went 

Wrong and What’s Next,” IEEE Computer

 Students “began using the autograder and generative 
AI iteratively to “solve” the exercises in a trial-and-error 

fashion, avoiding the mental effort that is supposed to 

take place while working on the assignments.”

 “I talked to them in class about proper uses and asked 

them not to copy and paste assignment questions. 

They did not heed my advice and seemed unaware 
that they were harming their learning.”

 “In retrospect, they needed much more guidance on 
how to use AI in a way that is conducive to learning—I 

thought with some live demos and plenty of spoken 

advice they would get it. It didn’t work.”
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https://ieeexplore.ieee.org/document/11104179
https://ieeexplore.ieee.org/document/11104179
https://ieeexplore.ieee.org/document/11104179


Cognitive Theory 

101

 Cognitive load and schemas (Sweller 1988)

 Cognitive load: Amount of mental effort a task takes. 

 Schemas: Cognitive structures linking a given problem to a 
problem type (and thus a solution procedure). Experts 
solve problems via schemas, novices do not.

 Working memory: Part of cognition that actively works on a 
problem. Limited capacity.

 Long-term memory: Stored information and schemas that 
can be called on by working memory. Far less limited.

 Types of load (Sweller 1994, Orru and Longo 2019)

 Intrinsic: Proper to the task itself. (E.g., arithmetic and 
counting skills when solving an addition problem.)

 Extraneous: Not proper to the task. (E.g., interpreting 
vocabulary or context in an addition word problem.)

 Germane: Effort involved constructing schemas. (E.g., 
building a mental model of arithmetic while solving an 
addition problem.)
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Cognitive Theory 

101

 General conclusions:

 Learning centers on constructing schemas, which help 
us solve novel problems, support knowledge transfer, 

and are long-lasting.

 Schemas are conceptual in nature—they grasp 
problems as belonging to a type. They reduce effort by 

focusing our attention to what matters in a problem.

 Meaningful learning involves developing a conceptual 

grasp of a problem, then incorporating it into long-term 

memory so that working memory can call on it.
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Cognitive Theory 

101

 How to learn, as it intersects with cognitive theory:

 “It is virtually impossible to become proficient at a mental 
task without extended practice” (Willingham, 2008, p. 81).

 “Knowledge representations are built up through many 
opportunities for observing similarities and differences 
across diverse events” (National Research Council, 2001, p. 
65). Schema-building requires many cases and contexts.

 Teachers “must design lessons that will ensure that students 
are thinking about the meaning of the material” 
(Willingham, 2008, p. 49). Practice should involve deep 
processing and building meaning, not rote memorization.

 “The best learners are those who can take control of their 
metacognitive processes and direct them toward a goal” 
(Svinicki, 2004, pp. 128-129). Effective learning requires 
awareness of one’s own learning process.

 Learning requires work. Lots of meaning-oriented, self-
reflective work across varied cases and contexts.
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AI and learning

 Back to Lorena Barba’s class:

 They were “copying assignment questions directly into 
the AI tool, and with a one-shot prompt, they expected 

to get the answer, to then copy the answer into their 

assignment Jupyter notebook.” (author’s emphasis)

 Students were “using the autograder and generative AI 

iteratively to “solve” the exercises in a trial-and-error 

fashion, avoiding the mental effort that is supposed to 
take place.”

 “The exam results were also dreadful, despite the fact 
that students had access to AI and the full open 

Internet, their notes, and my course materials while 

completing it. What they could not do was trial and 
error via one-shot prompts.”
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AI and learning

 Ways AI endangers learning:

 Defaults to providing “the right answer”, rather than 
working toward understanding.

 Allows brute trial-and-error approach to solutions.

 Reduce or eliminates the work of learning.

 From the lens of cognitive theory:

 Intrinsic load is circumvented by AI presenting solutions 

to problems, so no skill practice occurs.

 Germane load is eliminated—there is no engagement 

with the problem, no interpretation of meaning, and no 
metacognition, so no schema formation happens. If 

the answer is right, the student doesn’t learn why. If the 

LLM literally says why, the student learns that as a fact 
and not a part of cognitive architecture.
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AI and learning

 Conventional LLMs (ChatGPT, Claude, Gemini, etc.), 

other things being equal, don’t support learning well.

 Conventional LLMs are generally designed to be 
engaging and helpful (less positively, “sycophantic”).

 Conventional LLMs, structurally, are designed to always 

answer (produce a token for) a prompt, making it far 
harder for a learner to be pushed to do the work. (It 

also means “hallucinations” are an unsolvable, though 

reducible, problem.)

 Conventional LLMs can adjust responses based on the 

person, but must trust the user as to who they are and 
their needs, and are easily manipulated (“jailbroken”) 

to get around restrictions and guardrails, even the most 

recent models.
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https://www.theguardian.com/technology/2025/oct/24/sycophantic-ai-chatbots-tell-users-what-they-want-to-hear-study-shows
https://taranis.ie/llms-are-a-failure-a-new-ai-winter-is-coming/
https://taranis.ie/llms-are-a-failure-a-new-ai-winter-is-coming/
https://neuraltrust.ai/blog/gpt-5-jailbreak-with-echo-chamber-and-storytelling
https://neuraltrust.ai/blog/gpt-5-jailbreak-with-echo-chamber-and-storytelling


AI and learning

 What would a good LLM for learning look like?

 Purpose-built: Focused on discipline-specific content.

 Adaptive: Adjusts to the student’s level and needs.

 Practice-oriented: Provide opportunities for varied, 
meaning-oriented, iterative practice and metacognition.

 Barba’s LLM prompt specifically asked for these. What 
else is needed at the level of LLM design?

 Designed around subject area or task (i.e., not generic 
LLM—more like a “small language model”).

 Not built around engagement. 

 Focuses on reasoning, not answers. May not always give 
answers, requires user to show their work.

 How to communicate with students?

 Students are not experts in your subject or metacognition--
don’t assume they know how to use AI well or spot issues

 Emphasize effort, reasoning, process

 Be specific about how an LLM can/cannot be used—
identify which things students must practice
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